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ABSTRACT 

Recently, the image and video coding community has witnessed 
several proposals to improve coding efficiency by exploiting perceptual 

redundancy of texture. Most of these approaches are based on 
segmentation and non-parametric texture models popular in the 

computer graphics domain. Although not a generic model for everything 
we might call texture, the simple (and parametric) autoregressive model 
has some properties that make it appealing for coding purposes. This 
talk is about a different approach to the problem based on this model, 

superposition, and denoising. 
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Fig. 1. Overview of Proposed Coding Scheme

σ(i) is also binarized using an Exp-Golomb code, al-
though the first four bits are encoded using separate contexts.
The contexts are switched depending on the VQ index of the
block. Hence, the number of contexts used amounts to four
times the codebook size. For σ(i), no sign information is
needed and the quantization intervals run between zero and
multiples of the quantization step size. The reconstruction
value of the zeroth quantization index is moved from the cen-
ter of the interval to zero, effectively leading to a dead-zone
quantizer. This is a requirement since it must be possible to
reconstruct regions completely without noisy texture.

On the decoder side, first the structure component is de-
coded using JasPer, then the model parameters are decoded
and used to synthesize the noise component. Finally, the
components are added to produce the final reconstruction
(Fig. 1, right-hand side). Note that, in contrast to schemes
using exemplar-based synthesis methods, the added computa-
tional complexity mainly appears at the encoder, which might
be a practical benefit, depending on the application.

5. RESULTS

As an example, we present visual results for the well-known
image “Barbara” in Figure 2. Generally, the amount of re-
constructed detail is quite similar for both methods. How-
ever, the noisy texture (carpet) in the reconstruction using our
method much closer resembles the original texture. Compar-
ison to the texture in the JPEG2000 reconstruction indicates
that it is more efficient to represent such texture using our
model than using conventional methods. A likely explanation
is that a high number of small, random transform coefficients
is needed for such texture, which can only be quantized to
zero level at but the highest target rates.

In Figure 3, a limitation of the proposed method is demon-
strated. Although (very low) camera noise is plausibly syn-
thesized, fine detail is lost. This is due to the simplicity of
the decomposition approach. It is obvious that the denoising
algorithm needs to be adjusted to the noise energy. In our
experiments, we simply use a constant setting of h. Since
we do not exclusively target camera noise, but also noisy tex-
ture, we would actually need to adapt the denoising process
to varying characteristics of texture. This remains a topic for
future work.

Further results are presented on the authors’ web site at
http://www.ient.rwth-aachen.de/˜balle/icip09.

Fig. 2. “Barbara” (200 × 200 crop). Top: JPEG2000 recon-
struction. Bottom: reconstruction using our method at equal
bit rate. Parameters: NA : 11× 6 (NSHP mask), NX : 1× 1,
block size 8 × 8, codebook size 4, quantization step size for
Ak and Xk 0.00001, quant. step size for σ(i) 0.5, target rate
0.8 bpp.

6. CONCLUSION

In this paper, we demonstrate that specialized coding schemes
for noisy texture are feasible and pose a viable alternative or
complement to other methods based on exemplar-based tex-


